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Abstract
In conventional fluid mechanics, the chemical composition and thermodynamic state of a fluid-solid interface are not
considered when establishing velocity-field boundary conditions. As a consequence, fluid simulations are usually not able to
generate different outputs when interfacial materials are varied. By considering an atomistic description of matter, theoretical
determination of material-specific boundary conditions becomes possible, thereby providing an improved alternative to
the completely-invariant no-slip condition. Such a scheme constitutes a multiscale approach to fluid dynamics involving
essentially two transitions between space-time scales: the first concerns the derivation of macroscopic boundary conditions
by means of molecular assessment of slip lengths; the second concerns the construction of interatomic force fields, required
by molecular dynamics simulations, from quantum theory. In this introductory overview we discuss some of the fundamental
aspects of these problems.

Keywords Molecular dynamics · Boundary conditions · Multiscale methods

1 Introduction

The purpose of fluid mechanics is to predict the motion
of a fluid in a given domain when boundary and initial
conditions are given. Mathematically, the fluid is regarded
as a set of continuum fields – density ρ, velocity u,
and internal energy ε – and these must obey balance
equations that account for overall mass, momentum, and
energy conservation. In their most general form, the balance
equations, given below, are written in terms of the stress tensor
σ and heat flux vector q, which describe, respectively, the
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exchange of momentum and energy between adjacent fluid
elements, thus capturing the effects of dissipation.

∂ρ

∂t
+ ∇ · ρu = 0, (1a)

∂ρu
∂t

+ ∇ · (ρuu + σ ) = ρg, (1b)

∂ρε

∂t
+ ∇ · (ρεu + q) = −

∑

ij

σij

∂ui

∂xj

. (1c)

In order to close the system of equations, the continuum for-
mulation requires constitutive relations: phenomenological
laws that connect σ and q to the basic field variables. Most
liquids and gases behave as Newtonian fluids and obey the
well-known constitutive laws (Landau and Lifshitz 1987)

σij =(p−η∇ · u)δij −μ

(
∂ui

∂xj

+ ∂uj

∂xi

− 2

3
∇ · u δij

)
, (2a)

q = −κ∇T . (2b)

At this level of theory, different substances are therefore
characterized by their transport coefficients: shear viscosity
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μ, volume viscosity η, and thermal conductivity κ .
Additionally, an equation of state relating pressure p,
temperature T , and density ρ must be supplied, also
allowing ε to be expressed in terms of these quantities.

On the other hand, from a microscopic perspective,
the forces experienced by a fluid element, the work
done on it, and the amount of heat it absorbs or gives
are a result of momentum and energy exchange with
the surrounding elements due to molecular diffusion and
collisions. Therefore knowledge of the local molecular state
of the fluid, in statistical terms, should suffice to specify
both σ and q at each point in space. For example, in the case
of rarefied gases, the Newtonian constitutive laws emerge
from the Boltzmann equation, the fundamental equation
of physical kinetics, when non-equilibrium fluctuations
are accounted for in the balance equations by means of
the Chapman-Enskog and other related procedures (Grad
1949, Chapman et al. 1990, and Kremer 2005). In the
case of liquids, formal expressions for the stress tensor
and heat current density were derived from statistical-
mechanical considerations in a seminal paper by Irving and
Kirkwood (1950) and are routinely used in the microscopic
determination of transport coefficients.

In addition to constitutive relations, an appropriate choice
of boundary conditions at the fluid-solid interface must
be supplied so that the problem expressed in Eqs. 1a–
1c is mathematically well posed. Despite the manifest
importance of interfacial boundary conditions, they can
not be fully determined within the theoretical framework
of macroscopic fluid mechanics. Instead their specification
usually relies on empirical observation – in the case of
the velocity field of a viscous fluid, the condition at the
contact surface between a fluid and a fixed solid wall can
be suitably approximated by the no-slip condition, which
states, on the grounds of vast experimental evidence, that
the flow velocity vanishes at the interface.

Again, from a more fundamental standpoint, the actual
condition to be imposed on the flow variables at the fluid-
solid interface would be more naturally formulated in terms
of the momentum and energy exchange between adjacent
fluid and wall elements, being thus determined by the
molecular state of the contact region. The information
required for specifying this type of boundary condition is
out of reach of continuum theories – it can only be accessed
if the structure of the interface is described at a microscopic
level.

It then becomes clear, from the above considerations,
that direct microscopic-continuum coupling schemes might
be devised where specific constitutive rules and boundary
conditions for a given substance are obtained by means of

atomistic simulation methods (Asproulis et al. 2012; Shang
et al. 2012; Borg et al. 2013; Cosden and Lukes 2013;
Markesteijn et al. 2014) such as molecular dynamics, a term
which comprises a set of computer-simulation tools capable
of assessing physical properties of materials by performing
statistical evaluations on the trajectory of a representative
many-molecule system governed by classical equations of
motion (Allen and Tildesley 2017).

In molecular dynamics simulations, molecules are
contained in a finite domain – the simulation box – and
interact according to specially designed force fields, the
latter usually conveyed through an effective potential energy
function. Additionally, the equations of motion can be
modified so as to make the system’s trajectory sample
specific thermodynamical ensembles (Hoover 1985, 1986).
Several fluid properties can be reliably obtained from
standard equilibrium molecular dynamics: specific heats,
equations of state, and even some transport coefficients,
such as viscosity and diffusivity (Rapaport 2004); but there
are also ways to enforce non-equilibrium constraints in the
simulation box (e.g. strain rate or temperature gradients)
and to efficiently measure the material’s response – such
techniques can be employed, for instance, to determine
strain-stress relations in fluids and detect deviations from
the Newtonian laws expressed in Eqs. 2a and 2b (Edberg
et al. 1987 and Morriss and Evans 2007). Similarly,
violations of the no-slip condition can be quantified by
considering a microscopic setup of the fluid-solid interface
where fluid molecules participate in a shear flow.

This type of approach, once complemented with pro-
tocols that correctly communicate the information across
the micro and macro scales, enables a more detailed fluid-
dynamical description, one which is expected to be impor-
tant not only in the case of unconventional fluids, but also
when critical phenomena takes place (e.g. shock waves,
phase transitions) in otherwise Newtonian fluids, or when
modeling particular regions of the flow such as fluid-fluid
and fluid-solid interfaces.

The present contribution provides an overview of the
rich physics encountered in such a multiscale framework,
taking the boundary-condition specification problem as
a guideline. We begin, in Section 2, by examining the
continuum-molecular link: the key concept of slip length
is introduced and the issues related to its evaluation on a
fluid-solid interface are discussed, following a brief account
of numerical studies on the subject. Then, in Section 3, we
explore the quantum-mechanical origin of the force fields
utilized in molecular simulations, and describe in broad
terms the strategies employed for their construction. Final
remarks are made in Section 4.
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2Material-Specific Boundary Conditions
at Fluid-Solid Interfaces

The investigation of viscous flows past solid surfaces is
a central concern of fluid mechanics, as this fundamental
issue is ubiquitous in engineering problems. In numerous
situations of practical interest the equations governing the
flow are solved using the no-slip condition, which asserts
that the tangential velocity of the fluid, in the rest frame
of the solid surface, is zero at their interface (Day 1990
and Lauga et al. 2007). Although results obtained under
this assumption prove to be consistent with most physical
observations, one must recognize that the no-slip condition
is intrinsically limited, since it essentially states that the
shear stress applied by any solid surface on any fluid is
always sufficient to bring the flow at the interface to rest.
Note that there is no question about the normal component
of fluid velocity at the interface, since its value, by the
very definition of a flow-constraining solid surface, must be
invariably taken as zero. The following discussion then falls
only on the tangential velocity of the flow at the fluid-solid
interface.

As one might expect, the underlying limitations of the
no-slip condition do lead to unphysical or incorrect results
in several cases of scientific and technological significance
(Granick et al. 2003, Ellis and Thompson 2004, and Neto
et al. 2005). For example, the no-slip condition causes
the divergence of physical quantities, such as the stress
tensor and the energy dissipation rate, when trying to
describe the contact line of a two-phase fluid moving
along a solid surface (Thompson and Robbins 1989 and
Koplik and Banavar 1998). The no-slip condition also fails
to correctly quantify the velocity fields of internal flows
through diminutive channels, such as nanotubes, porous
media, membranes, and microfluidic devices (Sokhan et al.
2001, 2002). In these systems, surface effects become
dominant over the bulk behavior of the fluid, often leading
to novel phenomena.

Furthermore, the no-slip condition is material invariant,
that is, its prescribed interfacial velocity does not depend on
the molecular composition, spatial structure, and thermo-
dynamic conditions of the fluid or the solid surface. For
instance, as a consequence of the no-slip condition, the same
velocity field would be predicted for the flow of water over
hydrophobic and hydrophilic surfaces. The no-slip condi-
tion also does not take into consideration whether the fluid
is a liquid or gas, whether the solid surface is remarkably
rough or perfectly smooth, whether the interface is at an
extremely high or particularly low temperature, and so on.

Determination of material-specific boundary conditions
can be achieved with the aid of molecular dynamics. In
this case, the velocity field at a fluid-solid interface is
not preliminarily specified, but obtained as a statistical

result arising from the collective behavior of many
interacting atoms. That is, by considering a suitable choice
of interaction forces between a relatively large number of
particles, molecular dynamics simulations are able to accu-
rately determine physical properties of fluids, solids, and
their interfaces. Once obtained, material-specific boundary
conditions can guide the development or selection of mate-
rials with desired interfacial characteristics for particular
applications. For example, an accurate interface modeling
could assist in the design of internal coatings capable of
reducing the head loss in ducts carrying gas or oil.

2.1 Slip Boundary Condition

All issues associated with the no-slip condition, including
its material invariance, can be addressed by introducing
the concept of fluid slip, that is, by allowing a mismatch
between the tangential velocities of the fluid and the
solid surface at their interface. In mathematical terms, this
procedure amounts to replacing the no-slip condition, which
constitutes a Dirichlet or first-type boundary condition, by
the following relation:

ut = Ls

∂ut

∂n
, (3)

which represents a Robin or third-type boundary condition
for the fluid velocity field. In the above equation, ut

symbolizes the tangential component of the interfacial fluid
velocity, considering the solid surface at rest, and ∂ut/∂n

denotes the shear rate at the interface or, equivalently, the
derivative of the tangential velocity with respect to the
surface normal direction. The parameter Ls , for which
identity Eq. 3 establishes a definition, is known as slip
length.

According to Eq. 3, the slip length can be interpreted as
the distance from the interface by which the fluid velocity
field needs to be linearly extrapolated in order to achieve the
velocity of the solid surface. This geometric interpretation
is depicted in Fig. 1.

Fig. 1 Depiction of the slip length Ls for a fluid flow at a stationary
solid surface
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Fig. 2 Snapshot of a molecular dynamics simulation depicting a
monatomic fluid (blue spheres) between two rigid solid walls (green
spheres)

Note that, by setting Ls = 0 in identity (3), the no-slip
condition is recovered. On the other hand, when Ls goes to
infinity, perfect slip is obtained. In general, the slip length
establishes a proper quantification for the magnitude of fluid
slip over a solid surface. Moreover, the slip-length value
can incorporate information about the materials composing
the fluid-solid interface, such as roughness and chemical
constituents, and also details about the flow itself, such as
local shear rate and thermodynamic conditions.

The slip length, for a particular choice of interfacial
materials and their thermodynamic states, can be evaluated
by a direct application of Eq. 3 to a molecular dynamics
simulation of a simple flow configuration, such as a planar
Couette1 or a Poiseuille2 flow, as portrayed by Fig. 2.
The procedure of extracting the slip-length value from a
molecular dynamics simulation begins by performing local
time averages over the particle velocities in a steady flow
regime. As a result, the fluid velocity field is obtained,
thus making readily available the interfacial values of fluid
velocity and shear rate, which are then used to calculate the
slip length according to its definition.

2.2 Practical Considerations on the Slip Length

Once the slip-length value is determined by an atomistic
simulation, identity (3) can then be employed in the
macroscopic context, this time as a third-type boundary
condition. However, three subtle issues must be considered

1Planar Couette flow is the drag-induced flow of a viscous fluid
confined between two parallel-moving flat plates.
2Poiseuille flow is the pressure-induced flow of a viscous fluid
confined in a straight duct.

before transitioning from the molecular domain to a
continuum description of viscous flows.

First, in order to enable the slip boundary condition to be
used in an arbitrary macroscopic problem, regardless of its
interface geometry, the slip length must not depend on the
flow configuration in which its value is evaluated. That is,
for a single choice of interfacial materials and thermodynamic
conditions, molecular dynamics simulations of, for example,
a Couette or a Poiseuille flow must provide the same slip-
length value. This is indeed the case, as shown in published
works (Koplik et al. 1989 and Cieplak et al. 2001).

Second, in translating an atomistically-evaluated slip
length into a macroscopic boundary condition, the
behaviour of this physical quantity as a function of the
system size must be known, otherwise the results of molec-
ular dynamics can not be expected to remain valid on a
completely different spatial scale. In extreme-confinement
scenarios, it has been demonstrated that the fluid-slip mag-
nitude can vary substantially with the size of the channel
(Gupta et al. 1997, Jabbarzadeh et al. 1999, and Liu and Li
2011). As previously mentioned, in situations of molecular-
size confinement, surface effects may become predomi-
nant and, as a consequence, evaluated physical properties
may differ considerably from their bulk values. On the
other hand, for molecular dynamics simulations of suffi-
ciently large size, the slip-length value becomes insensitive
to further increases in the pertinent system dimensions,
indicating that the interfacial slip is no longer directly
influenced by the central part of the fluid flow, which presum-
ably has already reached the bulk regime. In this size-
invariant case, the slip length is properly characterized as an
interface property3 and its value can be readily employed
on the macroscopic scale (Xu and Li 2007, Thomas and
McGaughey 2008, and Ramos-Alvarado et al. 2016a).

The third concern in using Eq. 3 as a boundary condition
is the very fact that the slip length depends on a large
number of parameters describing the fluid-solid interface,
including physical quantities that correspond to dynamical
field variables in the macroscopic context. Therefore, at
different interface points and time instants, distinct slip-
length values may be supplied to condition (3), depending
on the local and instantaneous values assumed by the
fluid field variables, such as temperature, pressure, and
velocity. There are basically two ways of dealing with
this issue. First, the slip length could be evaluated in
advance as a function of all its parameters, considering
a sufficiently wide range of their values. In this case,
the required number of molecular dynamics simulations

3That is, a property whose value is determined only by the variables
characterizing the structure and dynamics of the fluid-solid interface
and, therefore, does not depend on the state of the fluid flow outside
the immediate vicinity of the solid surface.
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would increase exponentially with the considered number
of slip-length parameters. However, this costly procedure
would be performed only once for each choice of interfacial
materials and its results could be promptly employed in
an arbitrary number of macroscopic calculations. As a
second option, molecular dynamics simulations could be
performed concurrently with macroscopic computations. In
this situation, the slip length would be evaluated on the fly,
only for the immediately necessary values of its parameters.
This method, in comparison with a complete preliminary
mapping of the slip-length parametric dependence, would
substantially reduce the initial investment of computational
resources, while the cost of each multiscale simulation, by
itself, would increase.

As consistently reported in the literature (Thompson
and Troian 1997, Priezjev and Troian 2004, and Pahlavan
and Freund 2011), by employing molecular-dynamics
simulations, the typical behavior of the slip length as a
function of an interface variable can usually be identified. In
this case, as a result of a regression analysis, an adjustable
curve, generally specified by a small set of parameters, is
used to properly describe the functional dependence of the
slip length on the examined variable over a fairly wide
domain. Once a suitable regression function is found for a
particular choice of interfacial materials, the computational
cost of repeatedly calculating slip-length values during a
multiscale simulation can be substantially reduced, as only
a small number of simulations is required to determine
the few adjustable parameters characterizing the relation
between the slip length and the interface dynamical variable.

2.3 Aspects Determining Slip Length

Originally, Navier introduced identity (3) as a constitutive
relation, establishing a linear correspondence between the
interfacial values of velocity and shear rate (Navier 1823).
For this reason, in the case where slip length is independent
of shear rate, Eq. 3 is known as Navier boundary condition.
As extensively demonstrated for polymers melts with the
aid of molecular dynamics simulations (Khare et al. 1996,
Jabbarzadeh et al. 2002, Priezjev and Troian 2004, 2008a,
b, 2009, 2010, 2012a, b), the slip length associated with a
non-Newtonian fluid does not remain constant as a function
of shear rate. This expected result provides an example of
violation of the Navier condition, that is, a situation in which
identity (3) constitutes a nonlinear relation between velocity
and shear rate at the interface.

Surprisingly, molecular dynamics simulations also indi-
cate that slip length is not shear-rate invariant even for
Newtonian fluids (Thompson and Troian 1997 and Priez-
jev 2007a). More precisely, it has been shown that the
slip length asymptotically approaches a constant value
for decreasing interfacial shear rate, thus approximately

satisfying the Navier condition in a low-shear-rate regime.
On the other hand, the slip length may also increase indef-
initely as the shear rate converges to a critical value. Sub-
sequent work has suggested that slip-length divergence is in
fact caused by modelling solid surfaces as completely rigid
molecular structures, since similar behaviour had not been
observed for flexible walls (Martini et al. 2008a). However,
further research has shown that a simultaneous rise in the
fluid equilibrium temperature, as the shear rate is increased,
had been actually responsible for suppressing unbounded
values of slip length (Pahlavan and Freund 2011). This
result illustrates that, in addition to properly describing the
interplay between fluid slip and surface stiffness (Asproulis
and Drikakis 2010, 2011), appropriate choices of energy-
dissipation and thermalisation mechanisms, the so-called
molecular-dynamics thermostats (Hünenberger 2005), are
also essential in determining realistic slip-length values,
which would adequately represent an empirical situation.

Material-specific boundary conditions are obtained by
an accurate representation, from a statistical-physics view-
point, of the substances composing a fluid-solid interface.
In a molecular dynamics simulation, the description of
materials is primarily determined by the choice of effec-
tive interaction potentials. This basic statement compels the
investigation of the slip length through variations of the
interatomic force fields (Liu and Li 2009, 2010, Semiromi
and Azimian 2010, Sofos et al. 2013). Another important
factor affecting the slip-length value is the spatial arrange-
ment of the solid-surface molecules, as discussed in several
studies examining the effects of surface patterning and
roughness on fluid slip (Jabbarzadeh et al. 2000, Cottin-
Bizonne et al. 2003, 2004, Galea and Attard 2004, Priezjev
et al. 2005, 2006, 2007b, 2010). The third element influenc-
ing slip length, as previously implied, is the thermodynamic
state of the interface. Both temperature and pressure have a
significant impact on the slip-length value, as demonstrated
by molecular dynamics simulations (Guo et al. 2005, Ser-
vantie and Müller 2008, and Bao et al. 2017). For instance,
as shown for simple fluids (Pahlavan and Freund 2011),
the slip length presents a linear decreasing behaviour for
increasing temperature and constant pressure, whereas its
value decreases nonlinearly with increasing pressure and
constant temperature.

In view of the many different aspects directly involved
in evaluating slip length from an atomistic perspective,
several efforts have been directed towards understanding
the physical mechanisms underlying interfacial slip (Lichter
et al. 2004, 2007, Martini et al. 2008b, Yong and
Zhang 2010, 2013, Sochi 2011). Among these studies,
special attention has been given to potential correlations
between fluid slip and wettability (Barrat and Bocquet
1999a, b, Nagayama and Cheng 2004, Huang et al.
2008, Sendner et al. 2009, Huang and Szlufarska 2012,
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Ramos-Alvarado et al. 2016b, Yen and Soong 2016).
As expected, molecular dynamics simulations indicate the
existence of a quasi-universal relationship, which states that
a decrease in wettability is consistently accompanied by an
increase in the slip-length value, although exceptions to this
rule have also been found (Voronov et al. 2006, 2007, 2008,
Ho et al. 2011).

Just as the partial differential equations governing the
macroscopic dynamics of viscous fluids must be supplied
with interfacial boundary conditions, which need to be
evaluated by empirical observations or by an independent
theoretical framework acting on a smaller space-time scale,
molecular dynamics simulations must also receive an
external input, namely, the classical force fields determining
the effective interaction among atoms. The next section
examines the intricate problem of obtaining molecular-
dynamics force fields from the fundamental theory of
matter, quantum mechanics.

3 Force Fields in Molecular Dynamics

Running a molecular dynamics trajectory requires knowl-
edge of the forces experienced by each molecule inside
the simulation box. These forces act, by construction, on
specific sites of a molecule, most often coinciding with
nuclear positions, though other possible locations include
bond midpoints or, when dealing with large biomolecules,
coarse-grained atomic clusters. Since forces are repeatedly
evaluated at every time step of the simulation, computa-
tional efficiency demands that they be provided in explicit
form. Hence, they are usually derivable from a potential
energy E, a known function of M ‘atomic positions’, hereof
meaning ‘generic force centers’, belonging to all molecules
of the system, the force on atom A obtained through:

FA = −∂E(R1, . . . ,RM)

∂RA

(4)

Thus, in order to build a sensible force field, one searches
for an all-atom energy expression capable of correctly
describing the molecular interaction mechanisms most
relevant for the substance at hand and which best suits the
thermodynamic conditions at play. Despite the existence of
many types of force fields, specifically designed for gases,
liquids, metals, proteins, polymers, and so on (Brooks et al.
1983, Daw and Baskes 1984, van Duin et al. 2001, Ponder
and Case 2003, and Lopes et al. 2015), the pursuit of new,
more accurate, more efficient, and more versatile models is
a never-ending research topic in computational physics and
chemistry. Here, we give a brief account of how force fields
can be constructed.

3.1 QuantumDescription of a Single Molecule

The energy function in Eq. 4 depends on nuclear coordinates
only, implying that all information related to the distribution
of electronic charge is somehow incorporated into its
functional form. To understand how this comes about
we start by considering the quantum description of a
single molecule (Atkins and Friedman 2011 and Szabo and
Ostlund 2012), regarded as a collection of Ne electrons
and Nn nuclei interacting through electrostatic forces.4

The ensuing theory rests on a crucial observation: since
nuclei are much heavier than electrons, the time scale
for nuclear motion is many times greater than that for
electrons. It is then reasonable to assume that electrons
immediately adjust to changes in nuclear positions, which
allows for electronic and nuclear degrees of freedom
to be handled separately in the Schrödinger equation –
this is the essential content of the well-known Born-
Oppenheimer approximation. Under this framework, the
nuclear coordinates {R} can be independently treated as
classical variables that parametrize an effective Hamiltonian
(the operator within square brackets in the left-hand side of
Eq. 5 below) which acts on electron coordinates {r} only
– thus, the molecular problem amounts to finding wave
functions Ψ (r1, . . . , rNe ; {R}) satisfying

⎡

⎣−
Ne∑

i=1

�
2∇2

i

2me

−
Ne∑

i=1

Nn∑

A=1

k0ZAe2

|ri − RA| +
Ne∑

i=1

∑

j>i

k0e
2

|ri − rj | +Unn{R}
⎤

⎦

Ψ = E(R1, . . . ,RNn)Ψ (5)

Here, � is the reduced Planck constant, me the electron
mass, e the elementary charge, k0 Coulomb’s constant,
and ZA is the (effective) atomic number of A-th nucleus.
The term Unn{R} is the electrostatic repulsion between
nuclei and does not depend on electronic coordinates.
The energy levels obtained by solving the eigenproblem
posed by Eq. 5 are functions of the nuclear positions,
varying as the molecular geometry changes – each level
constitutes what is known as a potential energy surface,
an invaluable concept for understanding many chemical
processes (electronic transitions, structural changes, etc.).
The surface formed by selecting the lowest energy value
at each nuclear configuration is of particular interest, for
it describes the normal state of the molecule: its gradients
determine the intramolecular forces and its global minimum

4In practice only valence electrons need to be considered – core
electrons and nuclei are combined into effective charge centers with
the help of so-called pseudopotentials.
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defines the equilibrium geometry.5 Information concerning
the molecule’s electron charge distribution is built into this
energy expression since the latter is an eigenvalue of the
electronic wave function.

3.2 Solving theMolecular Electronic Structure

Solving the eigenvalue problem Eq. 5 by standard diago-
nalisation techniques is not a viable option in a molecu-
lar context, except for very small systems, and one must
resort to approximate schemes. The most popular and
well-established methods employed for this task are the
Hartree-Fock approximation (HF) (Slater 1963) and density
functional theory (DFT) (Hohenberg and Kohn 1964; Kohn
and Sham 1965), their success owing to their overall balance
between accuracy and computational cost. Despite their
being founded on different theoretical grounds, both meth-
ods are based on the strategy of reducing the many-electron
problem to a set of effective single-particle equations that
have to be solved self-consistently.

The HF approach is based on the idea that each electron
of the system can be approximately described as an
independent particle experiencing an average external field
due to the presence of the other electrons and nuclei. It
outputs optimized single-particle molecular orbitals thus
providing an intuitive understanding of electronic processes.
The need to evaluate non-local (high-cost) exchange
integrals constitutes its major drawback. Meanwhile, DFT
rests on the fundamental Hohenberg-Kohn theorems which,
in few words, state that the lowest energy of a many-electron
system can be obtained through a variational procedure
where the electronic density – a very concrete observable
(as opposed to the many-body wave function) – is taken
as the basic variable. DFT is an exact theory in principle
but only approximate in practice because the precise form
of the universal energy functional, the central object of the
theory, is not known (Capelle 2006). It is perhaps not as
interpretive as HF but it can be formulated in terms of
local (low-cost) integrals only, being more efficient than
HF in most cases. It has become routine to compute,
using DFT, the electronic structure of molecules containing
hundreds of atoms, with overall good agreement between
numerical results and experimental measurements. State-
of-the-art algorithms are now reaching the thousand-atom
regime (Ratcliff et al. 2017).

5When more than one potential energy surface is involved in the
description, one enters the realm of non-adiabatic dynamics – in
photochemistry, for example, laser-induced nuclear vibrations are
capable of promoting transitions among otherwise adiabatic energy
surfaces.

3.3 TheMany-Molecule Problem and the Need
for Force Field Techniques

Ideally, one would run an atomistic simulation by solving,
at each time step, the electronic structure of the entire
system in order to get the required forces: indeed, the
formulation so far outlined for isolated molecules can be
directly extended to a collection of molecules, in which case
the output potential energy surface would be a function of
the coordinates of all atoms contained in the simulation box.
The envisioned function would then determine, through
Eq. 4, both intra- and intermolecular forces at a fixed
time instant – the resulting framework would constitute
what is called an ab initio molecular-dynamics approach.
In the simplest applications, however, one typically has
tens of thousands of atoms in the simulation box, and the
equations of motion need to be integrated for thousands
of time steps. And, while it is still possible to handle
the electronic problem for a snapshot of the system, it is
simply not affordable to do molecular dynamics in this
way, at least not for the sizes (number of atoms) and time
spans needed for reliable statistics. Force field methods
are precisely designed to overcome this difficulty, and they
basically follow two types of strategies, which we may call
‘perturbative approach’ and ‘parameter-fitting approach’.

In a perturbative approach, the energy expression
is derived from quantum mechanics by a systematic
simplification of the many-molecule problem (Xu et al.
2018). One example of this class of techniques is the
Effective Fragment Potential (EFP) method (Gordon et al.
2001, 2013, Jensen 2001). The essential idea of EFP
is to write the interaction energy between molecules, or
‘fragments’, using a small set of low-cost intermolecular
terms together with pre-calculated molecular orbitals from
each individual fragment obtained as if they were isolated.
The approach is affordable because this last input can
be independently computed for each molecule in the
system. The method operates at the Hartree-Fock level
of theory, where the energy of two nearby fragments
depends on a set of parameters that control how the
valence electrons of each species redistribute themselves
in order to minimize the total energy of the fragment
pair. At moderate intermolecular range these parameters are
presumably small – one is then able to identify negligible
quantities and, following a number of approximations, the
mixing parameters can be efficiently computed. In this way,
a tractable expression is obtained for the pair’s interaction
energy, which is later extended to a many-molecule context,
although this is not straightforward due to the non-additive
character of some of the energy terms (giving rise to
so-called many-body effects) (Stone 2013). The resulting
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formulas in EFP are written in terms of quantum ingredients
and the various energy contributions – exchange-repulsion,
induction, charge transfer, etc. – can be associated with
distinct electronic mechanisms. Among other things, this
means that EFP can be conveniently employed to interface
a molecular dynamics domain (solvent) with a chemically
active region (solute), the latter receiving a full quantum
treatment – the method was in fact originally intended for
this type of application.

In a parameter-fitting approach, on the other hand, the
difficulties stemming from the complexity of the quantum
problem are circumvented by adopting a completely
different strategy. Here, one relies on physical intuition
to write the energy as a sum of contributions whose
functional dependence on atomic coordinates is designed
to model specific types of interactions in an attempt to
emulate the behavior that would follow from a complete
quantum description. Usually, bonded (intramolecular)
interactions are set to describe simple classical motion
– stretching, bending, torsion, vibration, etc. – whereas
intermolecular terms involve electrostatic and van der Waals
interactions, often including correction factors in order to
account for charge-screening and other effects. Each energy
term depends on a set of adjustable parameters chosen
so that selected features of the substance are correctly
reproduced. This optimization can be made with respect
to experimental measurements of bulk properties and
transport coefficients, or with respect to numerical results
from a more sophisticated calculation – for instance, a
short-time few-molecule DFT-assisted molecular dynamics
simulation (Tangney and Scandolo 2002, 2003). In this
latter scheme, a more detailed fitting is possible, since one
may resort to experimentally inaccessible information, such
as stress components or molecular forces, to carry out the
optimization; indeed, it is a popular trend nowadays to
employ machine learning algorithms for this task (Rupp
et al. 2018). The main limitation of this kind of approach
is that parameters are necessarily fitted to a predetermined
thermodynamic state and thus one should not expect the
force field to be accurate under different conditions – the so-
called transferability issue. Nevertheless, a well-designed
force field can retain its accuracy for a sufficiently broad
range of thermodynamic variables and, if this is the case,
it will most likely outperform other approaches in practical
applications.

4 Final Remarks

By considering the particular problem of determining
material-specific boundary conditions at fluid-solid inter-
faces, two transitions of space-time scale were discussed.
First, by introducing the concept of slip length and, thus,

establishing a third-type boundary condition, a methodol-
ogy for the effective application of molecular-dynamics
results in the context of macroscopic flows was delineated.
In this way, unlike the situation prescribed by the no-slip
condition, the dynamics of fluids constrained by solid sur-
faces acquires a description that depends not only on the
chemical composition of the interfacial materials, but also
on their thermodynamic states, as specified by field vari-
ables such as temperature and pressure, and microscopic
spatial configuration, which influences physical characteris-
tics such as surface patterning and roughness. The ability to
perform material-specific simulations of macroscopic flows
provides a very refined analytical tool, which can assist the
design, development, and optimization of technologically
relevant devices.

In order to determine the interatomic force fields required
for the accurate description of a particular material in a
molecular dynamics simulation, a second scale transition
was also examined. In this case, brief considerations
were made on the employment of numerical methods
of quantum mechanics in obtaining effective classical
potentials of intra- and intermolecular interaction. In
particular, two strategies were addressed: a perturbative
approach, which relies on successive simplifications of the
complete quantum problem of many interacting particles,
and a parametric fitting of potential energy functions, which
depends on the comparison with empirical observations or
extensive quantum computations.

The multiscale approaches presented in this elementary
overview are based on the fact that calculations on different
spatial scales can be done independently, that is, physical
properties can be evaluated on a finer scale, by considering
more fundamental theories of matter, and subsequently
employed in solving problems on a larger scale, where
insufficient theoretical details were initially available. This
procedure is only possible because of the great difference
also existing on the time scales characterizing distinct
physical phenomena, so that the dynamics of a system
and its small-sized subsystems can be treated as effectively
decoupled.

Acknowledgements This work is part of a project developed in the
Research Centre for Gas Innovation (RCGI), with support from Shell
and FAPESP (Fundação de Amparo à Pesquisa do Estado de São
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